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1. Introduction

The distributions of functions of the eigenvalues of the real

and complex Wishart matrices are very useful in studying the struc-

tures of the covariance matrices of the real and complex multi-

variate normal distributions respectively and other problems.

Krishnaiah and Lee (1977) derived the joint asymptotic distribu-

tions of the linear functions as well as the ratios of the linear

functions of the roots of the central Wishart matrix when the

population covariance matrix has simple roots. Fujikoshi (1978)

derived an asymptotic expression for the distribution of a func-

tion of the roots of the central Wishart matrix when the roots

have multiplicity whereas Krishnaiah and Lee (1979) obtained

ccrresponding expressions for the joint density of the functions

of the roots. In this paper, we obtain asymptotic expressions

for the joint densities of various functions of the noncentral

real and complex Wishart matrices. These expressions are in

terms of multivariate normal density and multivariate Hermite

polynomials. Percentage points of some test statistics are

computed by using the above asymptotic expressions and these

percentage points are compared with the results obtained by

simulation. Applications of the above results are also discussed '

in problems of studying the structure of interactions, mixtures

of multivariate normal populations, and reduction of dimension-

ality. The results obtained on the joint distribution of the

functions of the eigenvalues of the real Wishart matrix are

generalized to the case of multivariate quadratic forms. Finally,

the joint asymptotic distribution of the functions of the roots

of the complex Wishart matrix is derived.



2. Perturbation Technique

Let Zi >... >P be the eigenvalues of the symmetric matrix
1 -p

T:pxp, and X >...>X are the eigenvalues of the symmetric matrix

V: pxp, where

T(£) = V + EV(1 ) + E2 V(2 ) +... (2.1)

Then, there exist orthogonal matrices r and G such that

T = GLG' and V = rAr,, where L = diag (Z1,-0p

A= diag (Xl,...,X p). The columns of r and G consist of the

eigenvectors of V and T respectively.

Lawley (1956), Mallows (1961), Izenman (1972) and Fujikoshi

(1978) have approximated the eigenvalues and eigenvectors of T

in various papers. The authors have either assumed that X t s

do not have multiplicity or the approximations were established

by tacitly assuming that the eigenvalues and eigenvectors admit

series expansions in the infinitesimal parameter c as follows:

= + (1) + (2)

(2.2)

Gj = rj + el'(1) + 2R (2) +
q j + _,.

and no attempts were made to prove that the series converge.

A more insight treatment to settle this question of convergence

is found in Kato (1976).

Now T(e) and V are linear transformations which operate

on the p-dimensional complex vector field Cp , c is also complex,

X >...>X are the eigenvalues of V: pxp such that
AIR FORCE OFFICE OF SCIENTIFIC RESEARCH (AISC)
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A =.. = = 8(2.3)

a-1

for a 1 ,2,...,r , +.. = p ,q 0  0 and letT

(a~l,..,r)denote the set of integers

ql+...+...1 ql+...+q,. We need the following lemma

in the sequel.

Lemma 2.1. For Hermitian matrices T(c) and V as defined

4 before,

T(e) =V + CV~l + 2

and V is diagonalized as V = diag Then the

mean eigenvalue of T(e) corresponding to 6awhich is the

eigenvalue of V with multiplicity q is

where a~'(~ = 8a+ e I(l) + 62 1(2) * 2.)

1- tr V~a qaa

1(2) 1 trVx(2) + (0 - -l VcI V 1 (2.5)
a q cia a 0~ O~ a

aa$

with

V~)Vi ... Vi

rl r2 rri

3
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and V is of order q xg0 .

When ql . 1 the above lemma was proved in Lawley (1956).A

When q >1 (atl,...,r) ,the lemma was given implicitly in Kato

(1976) Fo 1~ the normalized eigenvector of T~le), .corresp.onding

to 0is G (c) ( Gi()**G Cs), with

a a am ami a

a CE) a Oa.)..a (e, (2.6Ga (e-) )C+ j a a a h
aj aa

where

A~C) =T(s) -V (a C (s))
ii 

.

The series (2.14), (2.6) are convergent for

2c1 -
lei < d 1- + c )l(2.7)

j 1.2=. n d = i(O

a p e ~

; *4



3. Asymptotic Joint Distributions of Functions of the

Roots of Noncentral Wishart Matrix

Let the columns of X: pxn be distributed as multivariate

normal with covariance matrix E = (a.) and means given by
13

EM = U = )P where Pi! = (P.,.,p ) Then,E(X) -n -J jl *,jp

S =XX' (S.. is distributed as the central or noncentral
13

Wishart matrix W (n,E,M) with n degrees of freedom according
p n

as M 0 or M 0 where M = Pj 1 1 n(v. .). Now, let

Xdenote the eigenvalues of S/n whereas X >..>

denote the eigenvalues of E(S/n) E + Mm = A . Without

loss of generality, we assume that A =diag.(A,., 1 .

Also, let

X =***=q a (3.1)

for a ,2,---,r, q 1 + *.. + q rp, and qO 0.

In this section, we derive the joint asymptotic dis-

tribution of L, V..' L k where L.i = ri {T .(k p.*, )-T Xp*Pp

and T 'I-1tp)satisfy the following assumptions:

(i) T i(tR-,olt ) is analytic about A ,..Otx
jlp 1~ p
(ii)ij iT(1  **,

at._ __ _

i2 ~I P-

-54'____ ____ ____ ____ ____ K.
__ __ __a_ _ - .j F;l



Aa T

~~i.~I i..~~ aoY ~ (3.2)
33 J2 31 k.=A

for j c J, i cjot i3 c ~JyX ),A, (t,

and J denotes the set of integers q1 +..+q 1 + l,*ee,q+*+ qt

for a 1,,=-r

Expanding T.i(. 1 *O,k 9P as the Taylor series, we obtain

r
T X * 'k T. 1A ' a. (k. - e

1 11 pa=l cij J 1  a

1r r
+ a 2
a-i 0z1 i1 o 32 S

-A
+ terms of higher degree. (3.3)

Now, let

S/n =A + v(3.4)

where

V1 1  V12 ***Vp

V= Viv A V21  V22 ... v 2

Vri r2 Vrr

So by applying Lemma 2.1 on (3.4), we obtain



r 1
L = a. t (1) + r(2) 1

F iait a. tr Z + _

la ia. a 2

(tr Z 1 )(tr Z~1 ) + O(n 1) (3.5)

where =O -z (2) o-1 v and 0~ = 6a

Also,

tZ( 1) X___

tr Z
Ia

After some algebraic manipulations, we obtain the following

expression for the joint characteristic function of L 1*0*Lk

k
IT(tl,*et k) =E{ex~ j .L

k r
=Erexp(i I YJ tja tr ZM1~ (3.6)

j=la=1 j

1 k r~ (2) a k r r
X{'1+ -1 (i t a, tr Za2  +~ t~a

/- j=1l = j=1 a Ilai1

tr ZM tr M

+ O(n )1 =E(t) + 2(9) + E3(t) + O(n )

where t' =(tl,... tk In Eq. (3.6),

k r
E (t) =E~exp(i t trt Z Yt

I i~licl a
7t

7tal



x exp{J. tr[M(I-2. B //-) 1 B /Fn ) (3.7) ].
where B t t1 diag(c i 1 ..,C~ ). Also,

k r k r c
M2t I I t a1 tr Z x2 expli t X a a
2- /iT i=l ct=1 i a i1 lal 1 1a

x trZ
E~(t) 11

Et(t)ia 1

/n-- i=1 ac=l $cL ijcJ j2sJo

in * * *2 * 2 *

* 2
i2i2 ji1

n 2
(+ ~. .. ) (3.8)

E7t Ey r r (tr Z 1 )(tr Z 1 )
2/i M1a1 iaa Oi

k r

i1=1ct t 1 11 (1 )1

yk r r ~aa
E() 2M Ti1a1~ jEJ~jJ

n =(2aF jl 2 + al JilE~j2

8

_ _ _ _ _ _ _ _ _ _ 
I
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n n n

+ 1 22 ~I I (a

J2 2 1 jj

+ n X X(3.10)

2iB E -

-~ AA

3=1j

Uing (3.7 ean inta

-1-

(I-A) = AJ
j =0 A

in (3.10), we obtain

kaii ci 2i tc.a. .a ( 1)

Jj~ 2  Gj1J + Fn -L- ___1 1.) vj~ + 0

c* ap. P O i. (n)

Eq. (3.7), (3.8), (3.9) lead to

yt) =exp(- -1t'Qt)

k I k

+I~- (3.11).

9



where Q (Q 2t RQ. R + 4tr R
1 2 1 2

and Qis assumud t~o bc non-singular. Also,

r r2
dl a ia 0a. ((yia +2a. v

2 c 1 113=1JiEca -lj2 JlJ122ili2

3+ 1.
r r(i) () (i) ()

d =2 o a (~ +2 N) ~ +'
c= 11 j eJt j2 EJ6 3 ic1

4 2 3(3.).2)

3133

=~+ digT.

93 a13

a~l 01 j j 10

L Ot i2 J -1.ii J J .J



"14
Now inverting (3.11) we gbtain the following expansion

for density of L = (Ll,..,Lk)

f(Ll)**OLk N(L,Q) x
k

I+- I Hi(L)(dd

H... (L)(gl+g2+93)] + 0(n (314)
rn il,i2,i iI23

w'ere N(L,Q) - k/1 exp(- 1 L'L)

~(27r) IQI()L)is (3.15)

H IP6.j (L)N(L,Q) =(-1)1 -_________

L. 9 N(L,Q)
31, s ~

I Now, let T = ki. Then L. = hr (tiXi).
1 1 1Using Eq. (3.14), we obtain the following expression for the

joint density of the roots Z when Z a
p.

1 -22 4f(LI,.*.,L p) : N(L,Q){1 + H i(L )  0 8ij(c2Xi+02Xj J0p' fin j ti :,

iii( L i - 3 -,a),

(3.16)

2 2
where Q =diag(Q 1 ,OOO,Q )and Q 2a (2X~- ). When EaI dnd
X >... > = XX = c2 Carter and Srivastava (1979)I1 ">t Xt+l =  .X

obtained an alternative expression for the joint density of

' p by using a different method.

, -..... . .
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The general k-dimensiolal Ilermite polynomial of order 9>0

is denoted by 11 isl k~A hr

is the polynomial variate and A = (6 *)is a positive-

definite kxk matrix, 0 < i < k for 1=1,...,s and

s

H =xA NxQ (-I) s N(x,Q) (3.17)

1.s

where

N(x,Q) = 1(.3,18)

and

A Q 31

For dimension k=l, Q=Tr is a scalar and A=6= 7

H 1(x,6) = X

H 1 (x,A) x 3 6 3 3 6 2 (3.19)

and r

2;~~~~ H(x,A) N(x,Q)dx -. 1 exp 2(.0

jra 1 12
H1(x,A) N(x,Q)dx = -7 (1aa'- e

2
'1 

"1 21For the dimension k=2, let Q =2 Te
1 l2 '2

2 1~ 21)11,

T P T-T '1'F 6~ 62

12

...........



Also, we have

H 1(XL)=x 1 2 12

H11(3A = 2 2 + 2 2
H (xA) 1 11+ 3x Ix 2 611 612 +3x 1 x12 S116tg

332
+ x2 6 12- 3 x1 62il 3 x 2 6 11 612 (3.22)

3 2 2 2 2

+ 1 12( + 26is6' + 326

1 2 11 12 22' x2 12 622

y2

-3 x 1 6 1 612 x 2(261 2 +6 11 6 22).

Similar equations for H2 (x,A) H H 2 (x,A) and H112 (X,A)

are obtained by interchanging subscript 1, 2 in H(,)

H (,A)and H 1 (x,A) respectively.

Novi arb rJ 2 bJpa x xs N(x,Q)dx dx2  b J J r~ x~ r xs N(x, R)dx dx2

-~ -~(3.23)

by changing of variables and R =is the correlation

matrix. I
Define

K~ ~ ~ ~ ~~ ~x ntgaigb1rS=J xs1X N(x, R~dxldx (3.24)

Tntgraingbyparts, we have

~1,o - ,(a)4 (()+ p4(b)4 (A)) (.5

2
"Il -pb4(b) (P(A) -paF(a) 4(B) + (1-p )N(a,b;R)

13

7 F77



",77

+ P t 0 , 0

2
12, = U ,0 - a f (a) (B) - p b (b) 4(A)

2
+ P(1-p 2 ) N(a,b;R)

In general, the recursive relation is

211r,s+l - b r,s = (1-p2)S r,s-1 + Pr+l,s P
- (l-p 2 ) b(s-l' , - bPP 1 ~ (.

(1-P bpp(3.26)

2 2ljr+l s a r,s (1-p )-rp-, + 11
-4 . rIs+ l )

x t r-2,s -a P 1 r-l,s+i

and

a2 2 2 b2_3 )DA
t 3 ,0 = "(a2+2) (a) $(B) + p(p2p b2-3) P(b) (A)

2 (3.27)+ (a+pb) p(i-p 2 ) N(a,b;R)

2 (1 p2~ 2p b 2 +2)) s A)
p2 1

=-p(a+2) ¢(a) ¢,(B) -(1+p+O 2 b )  ()()

+ (1-p2 )(a+pb) N(a,b;R)

where

242A= (1-p2) (a-pb) , B = (1-p2) (b-pa)

2(a)- 1 -a2
exp- (3.28)

22

A

(D(A) f 4(t)dt
-C0

Vo,1' PO0 110,3 and 1, 2 are obtained by interchanging a with

b and A with B in pi1,, PP2,O, 1130 and 112, respectively,

144



4. Applications in Investigation of the Structures of

Interactions

In this section, we discuss some applications of the

results of Section 3 in studying the power functions of

various tests for the hypothesis of no interaction in two-

way classification model with one observation per cell.

Consider the model

13 + + E (4.1)

for i = l,...,u, j = 1,2,...,s. Here x. . denotes the
13

observation in i-th row and j-th column, p is the general

mean, ai denotes the effect due to i-th row, $. denotes the

effect due to j-th column and nij denotes the interaction of

i-th row and j-th column. Also, we assume that e..'s are
1.3

distributed independently and normally with mean 0 and
variance 2 Now, let dj = x ij- ..were s

Now, U.. A . .

s u 13 1 u s
i. , ux. = xij and usx.. x.., Also, let

j=l 13 " i=l i=i j=l 13

D = (d ij), X = (x ij), W = C' X CsC' X' Cu where C is chosen

131 ss u1
such that C'Cu = Iu-l and CuCu =lu -uJu where is the

uxu matrix with all its elements equal to unity. The non-

zero eigenvalues of DD are the same (e.g., see Johnsoja and

Graybill (1972)) as the nonzero eigenvalues of W. Also, the

columns of C X are distributed independently as multivariateU

normal with mean vectors given by E(C X) = C M and a

2
common covariance matrix 0 l where Mo = (mi) and m*

= p~ a + Oi + nij. In addition,

15



7

2 I4

E(W/(s-)) = u + {C M C C M C /(s-1)}

E0 (4.2)
0

and CuMoCsCsMoC C Mn Cu = Q where n = (hi j). So, W is

u0ss0u 11 iJ

distributed as the noncentral Wishart matrix with (s-i)

degrees of freedom and noncentrality matrix Q. When n=O,

W is distributed as the central Wishart matrix with (s-i)

degrees of freedom.

Let k >  k be the eigenvalues of W/(s-I) and let
1 - U-1

X l...>Xu_1 be the nonzero roots of EO. Then, the problem

of testing the hypothesis H: Q = 0 is equivalent to

testing the hypothesis that the eigenvalues of E 0 are equal.

Suppose n = c' where a' = (al,...,ct) and ('~ = (fl,...,fs).
2

Then I = C C 3'(3'C , and the nonzero root of Q is
u

AV'O t'c. Next, we will assume that the rank of n is c.

Then, using the well-known singular value decomposition of

the matrix, we can write n as

wvvi. • + Ac~c~ (4..3)

2 2

The nonzero eigenvalues of nn' are 2and the asso-

ciated eigenvectors are Wl,...,)w. The eigenvectors of

2 2
n'i corresponding to the eigenvalues X X1'' '' c a e v , . , c .

The nonzero eigenvalues of Q are 2 2

The problem of testing the hypothesis of no inter-

action in two-way classification with one observation per

cell was studied by several authors (e.g., see Tukey (1949)

16
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and Williams (1951)). The statistic proposed by Tukey... 2 a, a) whr a' (l
is given by (W')2/(n')(. ~ where ' =),

X , . . . X.j• = - v -, ., s) 0 rij) a z  i '' j'
A

and Ti. = xij - x. x.. + ".. Gollob (1968) and Mandel
1 .

(1969) considered the problem of testing the hypotheses

X. = 0 individually under the model (4 .3) by using the

statistics F. = 2,./ (2l+...+,). Gollob treated

as independent chi-square variables to get anU1 a-

approximation to the distribution of F.. But ..'s are3 1

neither independent nor distributed as chi-square variables.

Corsten and Van Eijnsbergen (1972) showed that the like-

lihood ratio statistic for testing the hypothesis

Xl= c = 0 under the model (4 .3) is (kI . . + c )

(£i+...+k_) When c=l, this statistic was derivedc+l~ u-1

independently by Johnson and Graybill (1972). Schuurmann,

Krishnaiah and Chattopadhyay (1973) and Krishnaiah and

Schuurmann (1974) discussed the problem of testing the

hypotheses A. = 0 simultaneously by applying the simu].tan-

eous tests of Krishnaiah and Waikar (1971) for the equality

of the eigenvalues of the covariance matrix of the multi-

variate normal population. Ghosh and Sharma (1963) studied

the power function of Tukey's test for nij = 0 against the

alternative that nij = a a. $." Yochmowitz and Cornell

(1978) derived the likelihood ratio test for X1 = .. =,a = 0

against the alternative that A a 0 and Xa+...= = 0.

We now compare the power functions of various procedures for

17



A

testing the hypothesis of no interaction.

Let T = = (tr W/u-l)U- ,T (u-c-I) xu-11 2 3I I
£i(c+i+..+£u1 ), T4= (--)l+.+c)/C+l+..+u-1)

When a2 is unknown, we can use any of the above statistics for

testing the hypothesis of no interaction.

If we use Ti, we accept of reject H0 according as10

T.> C (4.4)1

where

PIT < c IH0 ] = (-a) (4.5)

The test statistics T is based upon the statistic con-

sidered by Krishnaiah and Waikar (1971) for testing the

sphericity, whereas the test statistic T2 is based upon

the likelihood ratio test statistic for sphericity, The

statistic T4 is the likelihood ratio test statistic (see J
Corsten and Van Eijnsbergen (1972)) for testir- .,e hypothesis

of no interaction of multiplicative compone' c model (4.3).

Table I gives a comparison of the power functions of

various procedures for testing the hypothesis of no interaction

2
when o is known. The rows corresponding to S denote the

simulated values. The multivariate normal deviates are

generated by the IMSL subroutine GGNRM, and 10,000 trials are

performed for each case, the 95% confidence limit for each

value is then 1.96{D(l-T)/10,000}, where p is the actural

value from the empirical trials.

18



7 Z 7 , ...'~ ._.__._.._.._.__ ._.._.._. __.

The rows corresponding to N denote the values corresponding to th.

first term in the asymptotic expansion. 
The rows corresponding

to N + O(n ~)give the values corresponding to 
the fit two

terms of the expansion.

A

A

A

19
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The radius of convergence is

dTo - (4.6)
?I IvHl

where

V = V/ (S/n-M)

We will choose n such that l/Vs < yo Now Il Vl = CL(rn(S/n-M)),

where CL(.) denotes the largest root of vn((S/n)-M),and is

approximately distributed with mean O.and variance 2a2 (X a2 )

In Table 1, consider the entry when p=3, AX1=12,

X = 6 and X =1 . In this case, a2= l,d = - =

with one standard deviation,
d 1

2 2 a 2 2-a 2)

where n=10 is chosen.

When the entry is p = 4, X1  2.5X 2= 1.7 and X =12 3 1

thena2 = 1, 1 = 2.5, d = A - 2 = 0.8 and
n 50.

The table reveals that results based on normal approx-

imations are not sufficiently accurate for n as large as

100, while the asymptotic expression taking the term of

order n - achieves numerical accuracy for moderate samp3e

sizes. This suggests that care should be given for the

statistical inferences which are based on the normal approximations.

2
Next, consider the model (4.1) when a is known. In this

case, we accept or reject the hypothesis X i =Xc 0= 0

according as
1 <1

2 > d2c (4.7)

23K



where

Pf2 d2 Ii] = (-a) (4.8)
2 2

When H is rejected, the hypothesis 0. 0 is accepted or
I

rejected according as (ti/ 2  d When H is true, £1 is

the largest eigenvalue of the central Wishart matrix. Exact

* distribution of this statistic is given in Krishnaiah and

Chang (1971) and exact percentage points are given in

Krishnaiah (1980). When I1 is not true, an asymptotic expres-

sion for the distribution of k can be obtained as a, special

case of (3.14) if X1 is different from!i= r

When X > ...>X >0, Srivastava and Carter(1980): obtained1" 2'_ an
asymptotic expression of log(91 /k1 +...+ and T2

by a different method. For a review of the literature on

tests for no interaction in two way classification model

with one observation per cell, the reader is referred to

Krishnaiah and Yochmowitz (1980).
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5. Applications in Cluster Analysis and Reduction

of Dimensionality

1,(L X1 ,... XN be 1iidv!p(.nd(:nt. p-dimtnnslonal rindom

variables. We consider using the sample covariance matrix

N
s = (X-)(X

where R = N' (Xl+...+XN). We wish to test the hypothesis

that Xi's come from a single multivariate normal population

with covariance E against the hypothesis that they come

from a mixture of k < p such populations, differing in

means. We assume E = oI. For k=2 the null hypothesis H1

and the alternative hypothesis H2 are given by

if Xi  ~N(p, 21)

2 2If 2 X i wN(p 1,a21) + (1-7r) N(2,,a2I)

where 7r is the mixing probability. Under 112 it is known

(e.g. see Bryant (1975)) that

Ns-~ Tt 1N J(-Tlr-Wp(N-l. 2I,M)

J=M. N N-j(Nj)(pI_W02)( I

Mi is of rank 1. Now, let A2 = (i -I)'( 2 which

is proportional to the largest root of Mj/(N-1). When the

null hypothesis is true, we know that

S - Wp(N-l a2 ,O).

Let the test statistics T and be given as below:

~ 252.
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T2 lC (5.1)

= , ~)~(5.2)
T2 +  • .+k

PPwhere i_ .._£ are eigenvalues of S/(N-1).

If we use the statistic T Lo test H1, then we accept'or

reject H1 according as

< cci (5.3)

where

P( Ti  ca i 11I1 = 1-a (5.4)

Let f (.) be the asymptotic density of a function of the

eigenvalues of S /(N-l) when j of the samples come from population

1. Under this condition S wp(N-1,21 ,M). So
the unconditional asymptotic density function of the function

of eigenvalue of S is

N N (.) (]_)N-, f (.)

The following table gives a comparison of the

asymptotic power value with the simulated value of tests

of H1 against 112 for r=4 , (=0.05, a = mixing probability,

A = lip-p 2 1I/c , N = sample size.

= .25 .50

Test A=1 2 3 A=I 2 3

T1 .02 .42 .95 .02 .63 1.00

Simu. .07 .45 .94 .07 .62 1.00N= 51
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= .25 Tr 50

Test A=l 2 3 A=l 2 3

N=51 T2 .07 .68 .99 .11 .88 .00

Simu. .11 .70 .98 .14 .86 1.00

Ti .05 .761.00 .08 .96 1.00

Simu. .13 .781.00 .21 .96 1.00

N=101

T2 .13 .931,00 .22 1.00 1.00

Simu. .13 ,93.1.00 .27 1.00 1.00

|I
When A = 1, the largest roots of M /(N-1) are close to

zero, the radius of convergence for perturbation approx-

imation of eigenvalues is small, and the asypmtotic expression

does not give good approximation. Note, that if the means

under H2 are separated by more than two or' three standard

derivations, that is, for A = 2,3, one may reasonably expect to

detect the presence of two components, while if they are

separated by less than two standard derivations the detection

generally will not be gooh.

Consider k p-variate normal populations with unknown

mean vectors pl'.'.'ik and a common known covariance matrix

E. We assume that n. observations are available from i-th

population and the sample mean vector and corrected sum of

squares and cross-products (SP) matrix based on these obser-

vations are respectively given by Xi. and S.. The SP matrix

which explain the variation between groups is given by

k ,

B n

27



n k ni

n X = X nX.• (5.5)
J• ij , =1 J=l

and n = nl+...+n k . Now, let 9Z_>..>Qp denote the eigen-

values of BE 1 . Fisher (1939) studied the problem of whether

there are any structural relations between the p components

of mean vectors. This is equivalent to testing the hypo-

thesis H where

H CVi: (5.6)

for i = 1,.. ..,k where C: sxp and are unknown and the

rank of C is s. We assume that t<k-I where t = p-s The

likelihood ratio statistic for testing H0 is given by

U1 = (zt+l+•.•+9p). A detailed discussion of the above pro-

cedure was given in Rao (1965). The statistic BE-1

is distributed as te noncentral Wishart matrix with y degrees

of freedom and

E(BE - ) = (k-1) I + E- I -, (5.7)

where Y - k-i

j k= k n(i-)( -5)' (5.8)

and n p nltl+...+nk~ k . Also, let denote the roots

of E,. The distribution of U1 can be obtained as a special

case of (3.14) and so the power of the likelihood ratio test

for HO can be studied using the results in this pAper.

28
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6. Asymptotic Joint Distribution of Functions of the

Eignevalues of Multivariate Quadratic Form 2

Tn this section w(, shall derive the Joint asymptotic

distributions of functions of eigenvalues of the multivariate

quadratic form S = XGX', where we assume that G = 0(l), for

whatever power s raised on G. G is a symmetric matrix and

the columns of X: pxn are distributed independently as

multivariate normal with covariancema'trix Z (a )and meansij
EMX U =Vl .. 'n Then

= trG ) F + !GUI A =dia(X, ... ,X),(l
n n ag,

Also assume that

q =. q8 l..4 (6.2)

for a=l,, Rs ,r ql+...+cy p, and q0=O and let k >* .. >

be the eigenvalues of S/n.

We consider the joint asymptotic distribution of

S/n =A + V/Vii (6.3)

Using the Taylor expansion of T for i.=l,2 .... k

as in (3. 3) and the application of Lemma 2.1 we obtain the

same equations as (3.5), (3.6) and the characteristic function

1~ ...,tk E E(t) + E (t) + E (t) + 0(n )

29 k______ 1___________2__________3___



E 1 (t) =exp(-i 1ff tr B A) 11 2i(G0SB 1 E//i)tA

II

i k r -

E 2t- E -I t a~ 0

~ act- ~5Ct j~a j2 Ja

n k1,k I kk 4 1k 2 k3 k4 '1 '2 3 '4

+0 ** * (6.4)

11 7r+0 IT it. i+ .

12 34 13 24 14 2r 3 ci213 14

2 n 1113 a. ir + t P- e t.

nk ( 0 9km k kmmc
-1 k k 1 2 3 4 mjrn2 m3 m4 + 1 ~3a 2

* *

4 2ff4

+0a IT it +n nT at +
mm mmmmm 2 m mm m m 7

12 1 2N mIm4 M2 m3

+ 0 Ir T It
m2m3 ml mN

+0 it it+mT +i IT T I
m~m4 m m m m I m2  m m2 m 42413 3 4 3 .2m

J2 k k 9k k (a m + IT im -
1' 12 1 2 1 2 lk

3 (4m 41m 3tm 4) +n
4 ~ j J~2  -
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0

where7is the Kronecker product, and as in (3.7)

k
B3 t i diag(c~l,...,Ctp

i=]

(gij)
t I I

n (6-.5)

S= [i - 2 (I® Z)(G®B1 )1-' = (lv,.,n)

2i 2 -1 = 3

-( ) z (ZGBII (j)

and

i1 = p x (kl-1) + J m p  (k-1) + J,

2= p x (k3 -1) + j m2= p x (k 2-1) + J1

i3 - p x (k2 -1) + J2 3 = p x (k3-1) 4.J2

4 = p x (k4 -1) + J2 4 = p P (k4 -1) + J2

Use the expansion that
CO

F- 2 (I2Z)(G0B1 )f-= { . (I®2)(G@B )1
/ii s=Ov ¢(6.6)

I 21 (21)Str G s . tr(Bis
IT- (G®B 1)I- = exp ( t

's=I s

and tr E' (G@B1 ) = tr B1UGU'

We obtain the characteristic function as

(t, , = exp(-' t'Qt)
1...tk) 2k k

(1 + 1 k 1 3 t t1 )

31
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(h +h +h )I + O(rC)(67

where

= 22 (1 0i (i~i (2,i)

= a. O~ trG 1a 0 2

2 2 a + 4 trR

1 j j 2  j1 2~j n ~ 2 j~

h= ai -trG 2  22 ~ j a1  --- j+%j a 1 2

cz~f3=r 1 j~

2 n

h=4(2 (2 (2tG2 )~ 2~( 2
+ 1 O 2-- a+T+sr T .) + ..

jlJ JJ ll JJ J22 (1 l

tr 3)G 3(i ) )2 (i 3)
h~~ 3~~j j1n JrR R 4j 1RR(38

h 4 ai -.ltrG2 G (1 2)Q 2)+9( )

J2$ jj J

trG2  (13 (1 3) ( 3
~~~ +2+

2 c

___M ((i)

(M> i UGJU' , M - (i) T (~2 ) R(1

where A. denotes the (i,j)th elements of matrix A =(A.)ij 32
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Inverting the characteristic function, we obtain the

following expression for the asymptotic joint distribution of

L (Lip ... IL

f(Ll,...,Lk = N(L,Q)
kk

xr.+ JI(L) (h +h2)(.0

+ Hi j (L)(h +h +h )1 On
VAi i1,i 2,i13  1 2 3

where N(L,Q) and H i (L) H 2 i(L are as defined fEq.(13.15)

1 2 3
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7. Asymptotic Distributions Of Functions of the

Roots of the Complex Wishart Matrix

Let Z =Z + i Z be a pxn matrix and let the rows

Of (Z{: ZT) be distributed independently as multivariate

normal with covariance matrix

Z2  Z1

and let the mean vector of J-th row of (Z': Z) be

= 01 , () ). Also let S = ZZ' where Z denotes the

complex conjugate of Z. Then, the distribution of § is

known to be central or noncentral complex Wishart matrix

with n degrees of freedom according as M = 0 or M = 0. where

M = UU', E(Z) = U. The expected value of S is given by

E(S) = 2n(Z 1-ir2 ) + M

The matrix S is Hermitian and the eigenvalues of S/n are

denoted by

p.

In the sequel, we assume that E(S) = n diag. p and

_ In addition, we assume that Xi's have multiplicity

as in (3.1). Now, let

,L =/nr {T zf'It T (N)
j T" "', J , (7.1)

for j = 1,2,...,k and the function T (k1,...,9 p  satisfy the

assumptions (3.2) and (3.0). Then, following the same lines

34

i-'- - - 47



as in Section 3 for the real case, we obtain the following

asymptotic expression for the joint density of LI, L2, ... ,Lk:

1 k

fl(L1 ,... Lk) = N(L,Q) [I+ - H Hi(L)(dI +d 2 )' ~ /nil

1 k - - -

+ ,i2 i =1 1 iIi2 13(-)(91+92+93 ))

+ O(n- ) (7.2)

where

~ i ~i.) (i1)-(i2) -(i)( 2

Q =(CQi 12),Qi Ii 92 =4 tr R1  R1  + 4 tr R2  R2

(i )-(i2 )
+ 8 trR1

1 A

ana Q is assumed to be nonsingular. Also,
..,r r --1,~1 ( )+ ( )G .+ ! !.. "

d =4 a e j +ij jJ2 a32  "232 S1 ,3]1 =l a jc J iiaa llu22olJv 2j22'l-

(7.3)

=2 r r (]2 22d .2. a c(j~j  + 2()jj - )-
2 =1 =I J EJ J CJuJ2 l - JlJ2

(7.4)

= 8 0 J)n (12)fi L(i3) (1 (i2) (1.3 )
gl 7j tr fl1  2 + 8 tr fi 1  R

+ 8 tr 2  8 tr R2 "

(7.5)

r r ~(i2) ~( 2  ~4)

2
1 6 = J a i a/ +( T + Wj+ G1

92lJ a a6 "J2 )

a=l Bta JlC aJ j 2 cj J JJ J2
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-(i3) ) (3 ) 3 ) 3 )
++ +G

1I 2 31 2 J2Jl JlJ2 ,N

(U(U 4 2- UJJ W

I(7.6)

ar r (12)  2) 2)

ft = 1 j 1 EJ j iJ 1S j~1J j~

(7.7)

X (.3) + 2T '3 + a 3)
J2J2 J2J2  J2J2

where C = diag (c , .  t ), l = ((1) 2 = F (2)

n
i~ ~ l(1) ' (2) j(2)'

=1 (1 V + 12 2n 0

() = r1,i) 0() Cr 2  (i) -

2 2

T C( , = M ,

Krishnaiah and Lee (1977) derived the asymptotic joint

distributions of the linear combinations and ratios of the

linear combinations of the eigenvalues of the central complex

Wishart matrix when the roots are simple. These results are

special cases of heresults inthis scin

M M

Cii
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